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Introduction
Examples of cohort studies in the sexual health literature are now increasingly common. The purpose of this article is to provide an overview of the design and analysis of cohort studies, along with a discussion of some of the potential problems with these studies which may be particularly relevant for cohorts which study factors related to sexual health. A comprehensive guide to the design and analysis of cohort studies can be found in the book by Breslow and Day.1

What is a cohort study?
A cohort study is a type of study in which a group of individuals is followed through time. Although cohort studies are frequently referred to in the literature, one of the distinguishing features of an epidemiological cohort study (as opposed to the literal meaning of the word “cohort” as a “group or gathering” of individuals), is that it is longitudinal—that is, there is some follow up of the individuals recruited to the study. Thus, many so-called cohort studies are simply cross-sectional studies, where a group of individuals is recruited for a one-off assessment, and are not followed any further. We will not consider these studies in this article.

The usual aim of a cohort study is to assess the relation between a specific event or disease outcome and exposure to one or more potential “risk” factors. The information on whether each individual has been exposed to these risk factors is usually collected at entry to the cohort, and the individuals recruited to the study are then monitored over time to see whether or not the event occurs. We may be interested in either the incidence of the event (that is, the rate of new events over a given time period), the average time until the event occurs, or the cumulative probability of developing the event at any time after recruitment to the cohort.

Broadly speaking, cohorts can be divided into two types. In the more traditional type of cohort study the event of interest is usually the development of a disease in individuals who were disease free at entry to the cohort. In this type of cohort we are often interested in the identification of factors which increase or decrease the risk of developing the disease. For example, Giuliani and colleagues’ carried out a study of the transmission of hepatitis C virus (HCV) in patients attending a clinic for HIV testing. In this study, the individuals included in the cohort were all HCV negative at entry and the event of interest was HCV seroconversion over follow up. The authors were interested in whether this was related to HIV status. A total of 709 individuals were included in the cohort and were tested on more than one occasion. In this group, 15 HCV seroconversions occurred over a total follow up period of 886 person years, giving an incidence rate of 1.69 seroconversions per 100 person years of follow up. This rate was higher in those who were HIV positive than in those who were HIV negative.

The second type of cohort study is primarily concerned with individuals who already have a specific disease. In this type of cohort, researchers may wish to describe the natural history of disease in these individuals, consider changes in the course of disease over time, or describe responses to therapy in a real life clinical setting. Thus, the event of interest in this type of study will not be the incidence of disease itself (individuals already have the disease of interest) but will reflect other disease outcomes such as progression of disease, death, or response to therapy. For example, Augenbraun3 followed a cohort of 525 patients with early syphilis at yearly intervals to assess differences in the apparent response to treatment measured by two different assays, the microhaemagglutination assay for antibodies to Treponema pallidum and the fluorescent treponemal antibody absorption test. All patients recruited to the study had the disease (syphilis) at entry and the primary outcome of interest in this study was seroreversion, as measured by each of the assays, which would indicate that treatment had been effective.

In general, design issues for these two different types of cohort studies are similar, although they may differ in terms of the types of patients recruited to the cohort. Throughout the remainder of this article, therefore, we will stick to a single terminology and will refer to “outcome” to mean either the onset of disease, or the event of interest.

Why perform cohort studies?
Although cross-sectional studies are quick and relatively cheap to perform, they suffer from two main limitations. Firstly, unless the study is repeated on the same individuals at some future time point, they cannot be used to assess the incidence of an outcome, although the prevalence of the outcome can be estimated. Secondly, although relations between a potential risk factor and the outcome can be investigated, the temporal relation between the two cannot be assessed—that is, it is not possible to tell whether exposure to the risk factor
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WHICH PATIENTS SHOULD BE RECRUITED?

It is of particular importance to specify the population which is to be studied. Individuals recruited to the cohort study should be broadly representative of this population (although this may often be more difficult than it sounds as individuals who agree to take part in cohort studies may differ from those who choose not to take part). When the primary aim of a cohort is to assess the incidence of disease and its relation to risk factors, then the population of interest may be the general population (although this isn’t always the case). For example, the Dunedin Multidisciplinary Health and Development Study is a cohort study of the health, development, and behaviour of a cohort of young people from New Zealand, who were recruited at the age of 3 years from the general population. Over a number of years, the participants have been interviewed about factors relating to sexual health, including sexual behaviour, timing of first intercourse, and number of sexual partners. As this cohort is broadly representative of the general population in New Zealand, the results can be generalised to other young individuals born at the same time in the country. However, there are a number of problems which are encountered when studying sexual health in the general population. The intimate nature of sexual health means that recruiting individuals to cohort studies and maintaining follow up on these individuals can often be hard and, as a result, the cohort may be less representative of the general population than desired. In addition, the risk of sexually transmitted infections may be quite low in many individuals in the general population, meaning that such cohorts will have to be relatively large. For these reasons, researchers have often chosen to study alternative populations in whom these issues may be of greater concern. For example, cohort studies have often focused on individuals who are either at high risk of sexually transmitted diseases (STDs), such as attendants at STD clinics or sex workers, or those who can be followed up easily, such as military conscripts or employees of the same company. The former group, in particular, has the additional advantage of being more used to discussing sexual health matters, and therefore cohort studies are often easier to conduct in this setting. While these cohorts are often less representative of the general population, and the results may not always be generalisable to the general population, the benefits of selecting these alternative populations usually outweigh the need for a truly general population sample. However, the individuals recruited to these studies should still be representative of the populations from which they are drawn.

It is not only the representativeness of the patients which should be considered. For example, the HIV epidemic first started in the United Kingdom from 1979 onwards, although an HIV test did not become available until 1985. When this test did become available, many individuals were diagnosed with HIV and were recruited to cohort studies. At this time, therefore, many of the individuals recruited to these cohorts may have been infected with HIV for up to 6 years. The concern with cohorts such as this is that any individuals who died before the introduction of the HIV test would not have been tested and would be unlikely to be recruited to the study (unless HIV status could be ascertained from some other source). Thus, unless the cohort investigators pay particular attention to ensuring that all infected individuals were included in the study (that is, by establishing the HIV status of all patients who died before 1985), these cohorts may be biased towards “slower progressors”—that is,
individuals who remained alive for at periods of up to 6 years after seroconversion. A fuller description of this type of survivorship bias is provided by Porter et al.14

RETROSPECTIVE COHORTS
Although cohorts are usually prospective (that is, they follow individuals forward in time), cohorts may also be retrospectively identified, often through a review of patient records or from other sources. For example, Blank and colleagues15 constructed a retrospective cohort of 3579 women jailed multiple times in New York City. Information was collected from syphilis testing records held at the prison. The benefits of such cohorts is that they are usually relatively cheap to create and the outcome may already be known for many individuals at the time the cohort has been formed. Thus, the time period required is far shorter. However, the main worry with retrospective cohorts such as this is that information recorded in patient records may not always be of high quality, and thus some details may be lacking. In addition, in some cases, the fact that the outcome is already known for many patients may bias the amount and type of information that is collected.

The analysis of cohort studies for the impact of a risk factor on outcome
The simplest approach to the analysis of a cohort study involves the calculation of the relative risk (RR), which measures the increased (or decreased) risk of the outcome in the exposed group compared with the unexposed group.

The risk of the outcome is estimated as the number of individuals in the cohort who have the outcome over the study period, divided by the total number of individuals in the cohort. This risk can be estimated separately for those who are exposed to the factor of interest (riskexp) and for those who are unexposed (riskunexp). The RR is then calculated as the ratio of the risks in the two groups (riskexp/riskunexp). The RR will be equal to one if the risk is the same in the two groups, greater than one if the risk is higher in the exposed than unexposed group, and less than one if the risk is lower in the exposed than unexposed groups. Confidence intervals can be calculated for the RR, and significance tests performed to see if the RR is significantly different from one.

There are a number of other methods of estimating the RR which may take into account the length of follow up in the exposed and unexposed groups. So, rather than expressing the risk as a percentage of patients under follow up, it may be expressed as a rate per 100 person years. The relative rate is calculated similarly to the RR, by calculating the ratio of the rates in the two groups. In some situations it may actually be the time until an outcome occurs which is of primary interest, rather than simply whether or not the outcome occurred (for example, in studies of the natural history of disease, the question of interest may be whether the time to disease progression is more rapid in some groups of patients than in others). If this is the case then survival analysis methods may be used to obtain the cumulative probability of having the outcome at any point in time, and therefore the median time until the outcome occurs (the point in time by which the outcome has occurred in 50% of the patients). Plots of this probability over time, known as Kaplan-Meier, life table, or survival curves, can be compared in different groups using the log rank test. Proportional hazards regression methods can be used to estimate the relative hazard of the outcome in the two groups, which is interpreted in a similar manner to the RR. A full description of these survival methods is beyond the scope of this article, but further details can be found in Cox and Oakes.16

Statistical modelling methods means that it is also possible to adjust the relative rate for other potential cofactors. For example, a study by Wong and Chan17 considered the relation between the prevalence of pharyngeal gonorrhoea over a 6 month period and condom use for oral sex among female brothel based sex workers in Singapore. The study recruited 836 sex workers who were free of pharyngeal gonorrhoea at the start of the study. The women had monthly pharyngeal swabs taken for N gonorrhoeae culture. Over a 6 month follow up period, 25 of the 213 women (11.7%) who reported inconsistent condom use had developed pharyngeal gonorrhoea compared with only 13 of the 506 women (2.6%) who reported consistent condom use. This gave an unadjusted RR of 4.6 (25/213 divided by 13/506). Thus, women who reported inconsistent condom use were almost five times as likely to develop pharyngeal gonorrhoea as those who reported always using a condom. However, women who report inconsistent condom use may differ from those who report consistent condom use, both in terms of their demographics (for example, age, ethnicity) and previous experience as a sex worker. Some of these factors may also be risk factors for pharyngeal gonorrhoea (for example, those who had worked previously as sex workers had a lower rate of pharyngeal gonorrhoea than those who had recently entered sex work for the first time). These factors are known as confounding factors in the analysis, as the apparent relation between inconsistent condom use and pharyngeal gonorrhoea could be “explained” by differences in these factors. After adjusting for these confounding factors the relative risk increased dramatically to 17.1.

Measurement of risk factors and outcomes
Clearly, it is important to obtain accurate information on exposure to the risk factors of interest and on the outcome itself. If the information collected is not accurate then, at best, the relation between the risk factor and outcome will be weakened and, at worst, the results will be seriously biased. The longitudinal nature of cohort studies, however, means that this may be difficult for a number of reasons.

Cohort studies generally record information on risk factors at entry to the study and then
Cohort studies in sexual health

relate these to an outcome, which may occur many months or years after entry to the study. So, for example, information on sexual behaviour and previous infection with viral pathogens may be collected at entry to a study. This information may then be related to an outcome that may occur up to 10 years later. As cohort members age, their sexual behaviour and their viral status are likely to be modified. The question being addressed in a study of this type, therefore, relates only to the long term relation of a single exposure measurement at one point in time and the outcome, and may understate the true role of these factors in the development of the outcome. Thus, where risk factors are likely to change, attempts should be made to collect information on these risk factors at regular time intervals over the study period, so that the most up to date information can be incorporated into any analysis.

The measurement of the risk factor itself may also be changing. For example, assays to detect previous infection with viral agents are constantly being improved, and generally become more sensitive and specific over time. Thus, information on infection status in individuals tested with first generation tests may differ from that measured using second or third generation tests. Unless there are stored samples available, which is relatively unusual, information collected at entry to the study may become increasingly unreliable over time.

It is not only exposure to the risk factor that may change over time, but the outcome itself. For example, in the 20 years of the AIDS epidemic, the definition of AIDS has changed on a number of occasions. Each time a change in definition occurs, the incidence of AIDS increases simply because the definition includes more individuals who would previously have been AIDS free.16

Dropouts and loss to follow up

Because of the length of time required to complete a cohort study, one of their major limitations is that individuals may drop out of the cohort at various stages for any number of reasons. If the individuals who drop out are a random sample of the whole cohort then this is unlikely to bias the results, although the size, and therefore the power, of the cohort will be reduced. However, there is a potential for bias if certain types of individuals are more likely to drop out than others. This will mean that the cohort may become less representative of the population as time progresses, and ultimately the benefit of the cohort design will be lost. In addition, if those at greatest risk of the outcome tend to be those who drop out, then the incidence of the outcome will be underestimated. If there is a further tendency for these people to be exposed (or unexposed) to the risk factor, then additional bias will occur. For example, in the study by Wong and Chan17 described above, 17.8% of the women were lost to follow up because they decided to quit prostitution and couldn’t be followed over the entire 6 month period. A greater proportion of non-Chinese sex workers who remained under follow up were more likely to develop pharyngeal gonorrhoea than Chinese sex workers, the authors were concerned that the cumulative incidence of pharyngeal gonorrhoea at 6 months may have been underestimated.

Making treatment comparisons in cohort studies

It is often tempting to use cohort studies to consider the effect of treatment on disease progression. The most common way of doing this is to consider whether the incidence of disease has changed over time, in line with the introduction of novel therapies or other therapeutic advances. For example, Macaluso and colleagues18 described the effect of a behavioural intervention promoting barrier methods, and free barrier contraceptives on the incidence of gonorrhoea and chlamydia among women attending an STD clinic. Because barrier protection was used in more than 70% of reported acts of vaginal intercourse, the authors concluded that “the study protocol was successful in promoting consistent and proper use of barrier methods.” However, no control group was included and thus it is difficult to conclude that it was the intervention that was solely responsible for the change in behaviour. Occasionally, non-treated patients are used as a pseudo-control group. However, patients who choose not to be treated in a cohort study are often very different from those who are treated, either in terms of their disease status or their demographic and lifestyle factors. Ideally, estimates of treatment effects should be made from randomised controlled trials. However, where treatment comparisons are to be made in observational cohort studies, they should be interpreted carefully.19

Conclusions

Despite their relatively high cost, cohort studies are the only means by which to study the incidence of an outcome over a given time period. In addition, cohort studies provide an extremely valuable resource for monitoring the longitudinal changes in incidence of an outcome, for studying the natural history of disease, and for assessing response rates to treatment in a real life clinical setting. However, the longitudinal nature of cohort studies means that, in order to maintain the value of the cohort design, care should always be taken to minimise drop outs, and to ensure consistency in the measurement of the risk factor and outcome over the period of study.
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