Comparison of STD prevalences in the Mwanza, Rakai, and Masaka trial populations: the role of selection bias and diagnostic errors
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Objectives: To assess bias in estimates of STD prevalence in population based surveys resulting from diagnostic error and selection bias. To evaluate the effects of such biases on STD prevalence estimates from three community randomised trials of STD treatment for HIV prevention in Masaka and Rakai, Uganda and Mwanza, Tanzania.

Methods: Age and sex stratified prevalences of gonorrhoea, chlamydia, syphilis, HSV-2 infection, and trichomoniasis observed at baseline in the three trials were adjusted for sensitivity and specificity of diagnostic tests and for sample selection criteria.

Results: STD prevalences were underestimated in all three populations because of diagnostic errors and selection bias. After adjustment, gonorrhoea prevalence was higher in men and women in Mwanza (2.8% and 2.3%) compared to Rakai (1.1% and 1.9%) and Masaka (0.9% and 1.8%). Chlamydia prevalence was higher in women in Mwanza (13.0%) compared to Rakai (3.2%) and Masaka (1.6%) but similar in men (2.3% in Mwanza, 2.7% in Rakai, and 2.2% in Masaka). Prevalence of trichomoniasis was higher in women in Mwanza compared to women in Rakai (41.9% versus 30.8%). Herpes simplex virus type 2 (HSV-2) seroprevalence and prevalence of serological syphilis (TPHA+/RPR+) were similar in the three populations but the prevalence of high titre syphilis (TPHA+/RPR ≥ 1:8) in men and women was higher in Mwanza (5.6% and 6.3%) than in Rakai (2.3% and 1.4%) and Masaka (1.2% and 0.7%).

Conclusions: Limited sensitivity of diagnostic and screening tests led to underestimation of STD prevalence in all three trials but especially in Mwanza. Adjusted prevalences of curable STD were higher in Mwanza than in Rakai and Masaka.

Prevalences of sexually transmitted diseases (STD) are often compared between populations in order to gain a better understanding of STD and HIV epidemiology or to determine which control strategy may be most effective in a given epidemiological situation. Three community randomised trials of STD treatment as HIV prevention strategies have been conducted in east Africa in Mwanza, Tanzania, and Masaka and Rakai, Uganda. In the Mwanza trial, improved STD case management was associated with a 38% reduction in HIV incidence. In contrast, in Uganda a trial of information, education, and communication coupled with improved STD case management had no impact on HIV incidence in Masaka district and STD mass treatment had no impact on HIV incidence in Rakai district. Baseline prevalence of gonorrhoea and chlamydia was about 5% or less in the populations while for serological syphilis was 10–15%. Various hypotheses have been suggested to explain the apparently contrasting results, including that the Mwanza and Rakai trials differed with respect to the stage of the HIV epidemic, that the proportion of ulcers due to herpes simplex virus type 2 (HSV-2) was higher in Rakai than Mwanza, and that differences in the interventions—that is, continuous treatment of symptomatic STD (as in Mwanza) may have a larger effect than treating all STD periodically (as in Rakai). Another potential explanation is that the prevalence of curable STD differed between the three sites. Based on the reduction in HIV incidence in Mwanza and the association between STD and HIV transmission we would expect higher prevalence of STD in Mwanza than in Masaka and Rakai. However, the STD prevalences reported in the three trials cannot be directly compared, as different diagnostic tests and sampling strategies were used.

STD prevalences observed in surveys, such as in the east African trials, depend upon selection of the sample for measurement, extrapolation of the prevalence measured in this sample to the general population and the diagnostic technique used. Selection of the population in which the STD is measured may bias observed STD prevalence either upward or downward. The net effect of diagnostic performance depends on the true prevalence level: if prevalence is low, specificity is most important but if prevalence is high sensitivity is critical. Diagnostic errors can lead to either overestimation or underestimation of prevalence.

The measurement errors in STD prevalences due to screening and test diagnostics were assessed for the Mwanza, Masaka, and Rakai trials. Sampling bias was also considered when comparing measured prevalences in the three populations. We adjusted the observed baseline prevalences of *Neisseria gonorrhoeae* (NG), *Chlamydia trachomatis* (CT), *Trichomonas vaginalis* (TV), syphilis, and HSV-2 infection for these biases, and then compared prevalences between the three populations. We also considered the implications of these comparisons for the interpretation of the discrepant trial outcomes.

METHODS

Prevalences by 5 year age groups for men and women were adjusted for screening and diagnostic techniques used and then for selection bias, as explained below. After adjustment, the overall prevalence of each infection in adults aged 13–54 years was obtained after standardising for age using the average population structure of the three populations based on
When data were not available for the entire age range 15–54, restricted age ranges were used.

**Diagnostic adjustments**

Observed prevalences were adjusted for both the sensitivity and specificity of the diagnostic tests according to equation 1:

\[
\hat{p}_{\text{true}} = \frac{p_{\text{observed}} + \hat{S}_p - 1}{(\hat{S}_e + \hat{S}_p - 1)}
\]

where, \(p_{\text{true}}\) = true prevalence, \(p_{\text{observed}}\) = observed prevalence, \(S_e\) = sensitivity, and \(S_p\) = specificity.

For outcomes where diagnostics were performed on only a subset of the population based on results of a screening test, prevalences were also adjusted for the screening algorithm. The formula for this combined adjustment is:

\[
\hat{p}_{\text{true}} = \frac{p_{\text{observed}} - p_{\text{screen}}(1 - \hat{S}_p)}{\hat{S}_e'(\hat{S}_e + \hat{S}_p - 1)}
\]

where \(p_{\text{true}}\) = true prevalence, \(p_{\text{observed}}\) = observed prevalence assuming those negative on the screening test to be negative, \(p_{\text{screen}}\) = prevalence of a positive screening test, \(S_e\) = sensitivity of the diagnostic test, \(S_p\) = specificity of the diagnostic test, and \(\hat{S}_e\) = sensitivity of the screening test. The derivation of equation 2 is given in the appendix.

**Estimates of sensitivity and specificity for diagnostic tests**

The sensitivity and specificity of the tests used were estimated based on values documented in the literature for populations from all geographical locations. Initially eligible studies were limited to those conducted in asymptomatic populations. However, for some of the tests estimates were only available for symptomatic populations so this criterion was dropped. When multiple studies were available we averaged test sensitivities and specificities across published studies, and the mean values were used for adjustment of the trial observations. To consider uncertainty in diagnostic test performance we used the highest documented value for sensitivity from any single study combined with the lowest value for specificity from any single study, to estimate a lower limit for the adjusted prevalence. Similarly, the upper limit was determined by using the lowest sensitivity and highest specificity.

To obtain estimates of sensitivity and specificity, we included only published studies in which the techniques used in the trials were directly compared in the same population using the same gold standard. These studies typically used an “expanded” gold standard in which discrepant results were resolved using another confirmatory test. Studies using culture alone as the gold standard were not used because the imperfect sensitivity of culture would incorrectly suggest a "expanded" gold standard in which discrepant results were resolved. For the tests under study which have higher imperfect sensitivity of culture would incorrectly suggest a "expanded" gold standard in which discrepant results were resolved. To allow adjustment for the performance of the screening test (according to equation 2), we estimated its sensitivity based on findings in a separate study conducted in 1996 in a rural community in Mwanza Region. (see below).

**Trichomoniasis**

The prevalence of *Trichomonas vaginalis* in women was assessed via InPouch TV culture (BioMed Diagnostics, San Jose, CA, USA) on self collected vaginal swabs in Rakai and by wet mount microscopy of vaginal smears in Mwanza. TV prevalence was not available for men in the three trials or from women in Masaka. In the reviewed literature, studies were included which directly compared the performance of InPouch TV culture to wet mount microscopy with either another culture method or polymerase chain reaction (PCR) to resolve discrepant results.

**Syphilis**

A non-treponemal test, the toluidine red unheated serum test (TRUST; New Horizons, Columbia, MD, USA), was used to screen the Rakai population for syphilis. Those testing positive on the TRUST test were further tested using the *Treponema pallidum* haemagglutination assay (TPHA; TPHA Sera-Tek, Fujirebio, Tokyo, Japan) test. In Masaka and Mwanza, the TPHA test was conducted on all study participants. A non-treponemal rapid plasma reagin (RPR;VD-25 Murex, Dartford, UK) test was conducted for those who were TPHA positive. We compared the prevalence of serological syphilis (TPHA positive with any RPR/TRUST titre) and the prevalence of active, high titre syphilis (TPHA positive with RPR titre ≥ 1:8) in all three populations. The diagnostic performance of the RPR and TRUST tests are similar with 98% sensitivity and 99% specificity and TPHA tests were used in both populations so no adjustment was needed to validly compare serological or active high titre syphilis prevalence as measured in the three sites.

**HSV-2 seroprevalence**

HSV-2 serology for the Rakai trial was conducted at the Centers for Disease Control (CDC) using an immunoblot assay which discriminates between antibodies for HSV-1 and HSV-2. The diagnostic adjustments proposed for the Rakai data are based on comparison with another western blot assay as the gold standard. Seroprevalence in Masaka and Mwanza was measured using a monoclonal antibody blocking immunoblot test and the diagnostic adjustment is based on the comparison of this test with the aforementioned western blot in a rural African population.

**Estimation of selection bias**

If random samples of the trial population were selected or the entire trial population was evaluated, we adjusted STD prevalences for diagnostic test performance only. This was the case for NG, CT, TV, and syphilis in Rakai; for NG, CT, HSV-2 and syphilis in Masaka; and for HSV-2 and syphilis in Mwanza. We restricted comparison of STD prevalences to the sex and age ranges for which data were available from all sites. Thus, comparisons for NG and CT were restricted to women and men aged 15–39 years. Comparisons for TV included women aged 15–49 years. We compared HSV-2 seroprevalence in 15–29 year olds and syphilis in 15–54 year olds.

Where only non-random samples of the trial populations had been measured, additional adjustments were considered. In women in Mwanza, prevalences of NG, CT, and TV were measured only among antenatal clinic (ANC) attendees. ANC data from Mwanza town have been shown to underestimate...
HIV prevalence and syphilis prevalence in women in the general population. 19,20 Similarly, unpublished analysis of Rakai trial data found age standardised NG prevalence among 15–39 year olds to be 0.7% among self reported pregnant women and 1.6% among women in the general population. For CT in Rakai, the corresponding prevalences were 2.9% and 2.7% and for TV, prevalences were 24% in both groups (Eline Korenromp, personal communication). These data suggest levels of curable STD are similar or slightly lower in pregnant women compared to the general population in some African populations. However, it is unclear if this can be assumed to apply to women attending antenatal clinics in rural Mwanza. It may be that selection biases associated with antenatal populations differ between urban and rural areas, or that HIV associated effects on fertility may lead to different biases in rural Mwanza (4% HIV prevalence) and Rakai (16% HIV prevalence). Therefore, the Mwanza data were not adjusted for selection of the ANC sample.

HSV-2 seroprevalence in Rakai was measured only among individuals reporting they were sexually active. Hence the population adjustment must take into account the proportion sexually active in the different age strata in the sampled group (15–29 year olds). Diagnostic adjustments were applied to the observed prevalence in each age group. Then this adjusted prevalence was multiplied by the proportion sexually active for each age group and finally the prevalence was age standardised.

Sensitivity analysis

A sensitivity analysis was conducted to ascertain the relative importance of the different adjustments performed to validly compare STD prevalence across the sites. We used male NG prevalence and female HSV-2 prevalence as examples for the sensitivity analysis. To determine the relative importance of the sensitivity and specificity of diagnostic tests we varied each alone and then the combination. The sensitivity and prevalence of a positive screening test were varied one at a time, together and in combination with diagnostic test performance. For screening test performance, we used the values observed for NG in men during the Misungwi study and lower and upper limits. The lower bound for the sensitivity of the screening test was 44% (half that of the default value) and the upper bound was 95%. To assess the importance of selection bias we varied the proportion sexually active in the Rakai HSV-2 data. The proportion reporting sexual activity, half that of the default value, was the base case adjustment. To estimate an upper limit for HSV-2 prevalence, we assumed underreporting of sexual activity was 50% (of those who denied sexual activity, half were truly sexually active) among 15–19 year olds, 5% among 20–24 year olds, and 0% in 25–29 year olds.

RESULTS

Table 1 shows published estimates of the sensitivity and specificity of the diagnostic tests. Where possible, the average sensitivity and specificity for each test are also given. For NG in men, only one study directly comparing the diagnostic properties of LCR on urine to Gram stain of urethral smears was identified for an STD clinic population and so we used data from this study. 21 Similarly, only one study was available to determine the diagnostic performance of each of the HSV-2 serological tests. For the tests used in Mwanza, sensitivity was generally low, mean estimates ranging between 49% and 91%. For the Masaka tests, mean sensitivities ranged between 84% and 91%. For the Rakai tests, mean sensitivities ranged between 79% and 92%. Mean specificities were between 93% and 100% for Mwanza and Masaka and were 100% for all tests used in Rakai.

Table 2 lists all adjustments required for the STD prevalence comparison. For diagnostic tests, these were based on the means and ranges given in table 1. For the screening test used for NG and CT testing in men in Mwanza, we estimated sensitivity at 53% for CT and 88% for NG; prevalence of a positive screening test, needed for the adjustment according to equation 2 was about 25% for all age groups. For selection bias adjustment of the Rakai HSV-2 data, measured proportions sexually active for each age group are listed.

Table 3 shows observed prevalences with 95% confidence intervals and adjusted prevalences of CT, NG, TV, and HSV-2 serology. For serological (TPHA+/RPR+) and active high titre (TPHA+/RPR>1:8) syphilis only the directly observed prevalences are given as adjustment was not necessary. In general, similar sample sizes were used in the three studies so sampling errors of the observed prevalences were similar across the three trials.

In women, observed prevalences of CT and NG were higher in Mwanza than in Rakai and Masaka. After adjustment for diagnostics these differences were accentuated. Observed and adjusted prevalence of CT was higher in Rakai than in Masaka but prevalence of NG was similar in the two Ugandan sites. Observed TV prevalence was similar in Mwanza and Rakai, but after adjustment, prevalence was higher in Mwanza compared to Rakai. Observed prevalence of serological syphilis was higher in Rakai and Masaka than in Mwanza but prevalence of active high titre syphilis was much higher in Mwanza than in Rakai and Masaka. Also for HSV-2, seroprevalence was slightly lower in the Ugandan sites compared to Mwanza even after allowing for possible under-reporting of sexual activity in Rakai.

In men, observed CT prevalence was higher in Rakai and Masaka than in Mwanza but after adjustment there was little difference between sites. Observed NG prevalence was higher in Mwanza than the Ugandan sites and the difference was accentuated after adjustment. Similar to results for women, the observed prevalence of serological syphilis was higher in Masaka and Rakai than in Mwanza but prevalence of active high titre syphilis was much higher in Mwanza than in Masaka and Rakai. Levels of HSV-2 were higher in Rakai and Masaka compared to Mwanza.

The reported ranges indicate that the outcomes were fairly robust against uncertainty in our estimates of sensitivity and specificity of the diagnostic tests. Exceptions were CT and TV in females in Mwanza, for which estimated prevalences changed considerably when replacing the mean estimates for sensitivity by values documented from single studies (table 1). The sensitivity analysis shows limited sensitivity in the diagnostic tests in all sites led to underestimation of STD prevalence during the trials while specificity, in contrast, did not markedly influence apparent STD rates (table 4). An exception was HSV-2 infection for which the effects of sensitivity and specificity in Mwanza and Masaka almost cancelled out. The underestimation was accentuated when a screening test with limited sensitivity was used as was the case when measuring NG and CT among men in Mwanza. The selection of those reporting sexual activity for measuring HSV-2 seroprevalence in Rakai did not appreciably bias the apparent prevalence.

DISCUSSION

Previously published results from the Mwanza, Masaka, and Rakai trials suggested STD prevalences to be comparable in the three sites at baseline. 7–9 We have shown that, because of diagnostic errors and selection bias, the levels of curable STD may have been underestimated. This was especially the case in Mwanza, and taking these factors into account, prevalences of curable STD proved to be considerably higher in Mwanza than in Masaka and Rakai for NG, CT (apart from CT in men), TV, and active, high titre syphilis. These infections of short duration reflect current sexual behaviour in the populations. On the other hand, the prevalences of HSV-2 and serological
<table>
<thead>
<tr>
<th>Trial and test</th>
<th>Sex</th>
<th>Gold standard</th>
<th>Se (%)</th>
<th>Sp (%)</th>
<th>Population</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rakai and Masaka: LCR on urine for CT</strong></td>
<td>F</td>
<td>Gen-Probe (endocervical) / EIA (endocervical) / LCR (urine)</td>
<td>98.4</td>
<td>100</td>
<td>Ob-gyn</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>EIA (endocervical) / culture (endocervical) / PCR (endocervical) / LCR (urine)</td>
<td>77.8</td>
<td>100</td>
<td>CSW</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>EIA (endocervical) / culture (endocervical) / PCR (urine) / LCR (urine)</td>
<td>75</td>
<td>100</td>
<td>STD clinic</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>LCR (urine) / LCR (cervical) / DFA (cervical)</td>
<td>95</td>
<td>nr</td>
<td>STD clinic</td>
<td>32</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rakai and Masaka: LCR on urine for CT</strong></td>
<td>M</td>
<td>LCR (urine) / EIA (urethral) / PCR (urethral) / culture (urethral)</td>
<td>86.6</td>
<td>100</td>
<td>STD clinic</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>EIA (urethral) / culture (urethral) / PCR (urine) / LCR (urine)</td>
<td>75</td>
<td>100</td>
<td>STD clinic</td>
<td>31</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mwanza: EIA on endocervical swabs for CT</strong></td>
<td>F</td>
<td>Gen-Probe (endocervical) / EIA (endocervical) / LCR (urine)</td>
<td>87.5</td>
<td>100</td>
<td>Ob-gyn</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>EIA (endocervical) / culture (endocervical) / PCR (endocervical) / LCR (urine)</td>
<td>22.2</td>
<td>100</td>
<td>CSW</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>EIA (endocervical) / culture (endocervical) / LCR (urine)</td>
<td>58</td>
<td>100</td>
<td>STD clinic</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>LCR (urine) / LCR (cervical) / DFA (cervical)</td>
<td>65</td>
<td>nr</td>
<td>STD clinic</td>
<td>32</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mwanza: EIA on urethral swab for CT</strong></td>
<td>M</td>
<td>LCR (urine) / EIA (urethral) / PCR (urethral) / culture (urethral)</td>
<td>48.8</td>
<td>100</td>
<td>STD clinic</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>EIA (urethral) / culture (urethral) / PCR (urine) / LCR (urine)</td>
<td>70.3</td>
<td>100</td>
<td>STD clinic</td>
<td>31</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rakai and Masaka: LCR on urine for NG</strong></td>
<td>F</td>
<td>LCR (urine) / MOMP-LCR (urine) / culture (endocervical)</td>
<td>50</td>
<td>100</td>
<td>STD clinic</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>LCR (urine) / Pilin-LCR (urine) / Culture (endocervical)</td>
<td>94.7</td>
<td>100</td>
<td>STD clinic</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>Culture (endocervical) / Pilin and protein-1 LCR (urine)</td>
<td>91.7</td>
<td>100</td>
<td>STD clinic</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>Pilin and protein-1-LCR (urine) / LCR (endocervical) / culture (endocervical)</td>
<td>94.6</td>
<td>100</td>
<td>STD clinic</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>PCR (urine) / LCR (urine) / culture (endocervical)</td>
<td>88.2</td>
<td>100</td>
<td>Adolescent clinic</td>
<td>36</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rakai and Masaka: LCR on urine for NG</strong></td>
<td>M</td>
<td>LCR (urine) / MOMP-LCR (urine) / culture (urethral)</td>
<td>83.8</td>
<td>100</td>
<td>STD clinic</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>LCR (urine) / MOMP-LCR (urine) / culture (urethral)</td>
<td>88.9</td>
<td>100</td>
<td>STD clinic</td>
<td>21</td>
</tr>
<tr>
<td><strong>Mwanza: culture on endocervical swabs for NG</strong></td>
<td>F</td>
<td>LCR (urine) / MOMP-LCR (urine) / Culture (endocervical)</td>
<td>50</td>
<td>100</td>
<td>STD clinic</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>LCR (urine) / Pilin-LCR (urine) / Culture (endocervical)</td>
<td>84.2</td>
<td>100</td>
<td>STD clinic</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>Culture (endocervical) / Pilin and protein-1 LCR (urine)</td>
<td>58.3</td>
<td>100</td>
<td>STD clinic</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>Pilin and protein-1-LCR (urine) / LCR (endocervical) / culture (endocervical)</td>
<td>96.4</td>
<td>100</td>
<td>STD clinic</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>PCR (urine) / LCR (urine) / culture (endocervical)</td>
<td>82.3</td>
<td>98.9</td>
<td>Adolescent clinic</td>
<td>36</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mwanza: Gram stain on urethral smear for NG</strong></td>
<td>M</td>
<td>LCR (urine) / MOMP-LCR (urine) / culture (urethral)</td>
<td>74.2</td>
<td>99.8</td>
<td>STD clinic</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>LCR (urine) / MOMP-LCR (urine) / culture (urethral)</td>
<td>83.3</td>
<td>nr*</td>
<td>STD clinic</td>
<td>21</td>
</tr>
<tr>
<td><strong>Rakai: InPouchTV on vaginal swab for TV</strong></td>
<td>F</td>
<td>InPouch Culture (vaginal) / Diamond’s culture (vaginal) / wet mount (vaginal)</td>
<td>88.3</td>
<td>100</td>
<td>ANC</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>PCR (vaginal) / InPouchTV culture (vaginal) / wet mount (vaginal)</td>
<td>69.7</td>
<td>100</td>
<td>Army medical clinic</td>
<td>38</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mwanza: Wet mount microscopy on vaginal swab for TV</strong></td>
<td>F</td>
<td>InPouchCulture (vaginal) / Diamond’s culture (vaginal) / wet mount (vaginal)</td>
<td>79</td>
<td>100</td>
<td>ANC</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>PCR (vaginal) / InPouchTV culture (vaginal) / wet mount (vaginal)</td>
<td>85.3</td>
<td>99.5</td>
<td>ANC</td>
<td>37</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rakai: CDC assay for HSV-2</strong></td>
<td>F/M</td>
<td>Western blot</td>
<td>60.9</td>
<td>99.8</td>
<td>Rural African population</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>F/M</td>
<td>Western blot</td>
<td>92</td>
<td>100</td>
<td>Rural African population</td>
<td>16</td>
</tr>
</tbody>
</table>

* The specificity was not reported. We assumed it was 100%.

F = female, M = male, NG = gonorrhoea, CT = chlamydia, TV = trichomoniasis, HSV-2 = herpes simplex virus type 2, LCR = ligase chain reaction, PCR = polymerase chain reaction, EIA = enzyme immunoassay; MOMP = major outer membrane protein; ANC = antenatal clinic, Se = sensitivity, Sp = specificity, Ob-gyn = obstetrical/gynaecology patients, CSW = commercial sex workers, nr = not reported.
syphilis tended to be similar or higher in the Ugandan sites compared to Mwanza but these STD markers reflect long term sexual behaviour in the population. The higher prevalence of short duration STD in Mwanza compared to the Ugandan sites may be the result of higher risk sexual behaviour in Mwanza compared to Mwanza but these STD markers reflect long term sexual behaviour in the population. The higher prevalence of long duration STD in Mwanza compared to the Ugandan sites compared to Mwanza may be explained by risk behaviour having been higher there in the past compared to that measured in Mwanza. This is supported by the higher prevalence of HIV in Rakai (16%) and Masaka (12%) compared to Mwanza (4%). The outbreak of civil unrest in Uganda and subsequent stabilisation may help explain the observed patterns of HIV prevalence and sexual behaviour in the Ugandan sites at the baseline of the trials. The similar or higher prevalence of long duration STD markers (HSV-2 and serological syphilis) in the Ugandan sites compared to Mwanza may be explained by risk behaviour having been higher there in the past compared to that measured in Mwanza. As previously discussed it seems most likely the ANC sample in Mwanza would have underestimated STD prevalence in the ANC sample upward.

Table 2 Diagnostic test, screening test and selection bias adjustments for STD measured at baseline in Rakai (Rk), Masaka (Mk), and Mwanza (Mw)

<table>
<thead>
<tr>
<th>Diagnostic test adjustment</th>
<th>Screening test adjustment</th>
<th>Selection bias adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se (range)</td>
<td>Sp (range)</td>
<td>Se'</td>
</tr>
<tr>
<td>Rk, CT</td>
<td>F: 86.6 (75–98.4) M: 87.5 (75–100)</td>
<td>F: 100 (na)</td>
</tr>
<tr>
<td>M: 87.5 (75–100)</td>
<td>M: 100 (na)</td>
<td>na</td>
</tr>
<tr>
<td>Rk, NG</td>
<td>F: 83.8 (50–94.7) M: 88.9 (na)</td>
<td>F: 100 (na)</td>
</tr>
<tr>
<td>M: 88.9 (na)</td>
<td>M: 100 (na)</td>
<td>na</td>
</tr>
<tr>
<td>Rk, TV</td>
<td>F: 79.0 (69–78.3) M: 85.9 (na)</td>
<td>F: 100 (na)</td>
</tr>
<tr>
<td>M: 88.9 (na)</td>
<td>M: 100 (na)</td>
<td>na</td>
</tr>
<tr>
<td>Rk, HSV-2</td>
<td>92 (na)</td>
<td>100 (na)</td>
</tr>
</tbody>
</table>
| Observed prevalence (%) and 95% CI Adjusted prevalence (%) and range

Observed prevalence adjusted according to equation 1 if no screening test used, according to equation 2 when screening test used. For selection bias adjustments see text for details. M = male, F = female, NG = gonorrhoea, CT = Chlamydia, TV = Trichomoniasis, HSV-2 = herpes simplex virus type 2, Se = sensitivity, Sp = specificity, Se' = sensitivity of screening test, p<sub>screen</sub> = prevalence of positive screening test, na = not applicable.

Table 3 Observed and adjusted prevalence among women and men for CT, NG, TV, HSV-2 serology, serological syphilis (TPHA+/RPR+) and active high titre syphilis (TPHA+/RPR≥ 1:8) in Rakai, Masaka, and Mwanza

<table>
<thead>
<tr>
<th>Observed prevalence (%) and 95% CI</th>
<th>Adjusted prevalence (%) and range</th>
</tr>
</thead>
</table>
| *Prevalences are for antenatal clinic women. Prevalences are age standardised by 5 year age groups according to average age structure of Rakai district, Masaka district, and rural Mwanza Region. NG = gonorrhoea; CT = Chlamydia; TV = Trichomoniasis; HSV-2 = herpes simplex virus type 2, nar = no adjustment required.
reporting of symptoms or signs on clinical examination) from its use in a general population survey among men in a rural community of Mwanza region, Misungwi, in 1996. In Misungwi, the performance of the screening algorithm was compared to LCR on urine for CT and culture on urethral swabs for NG. This inference was appropriate because the proportion of men positive for the LED test, reporting symptoms, or with signs on clinical examination were known to be similar between the Misungwi study and the Mwanza trial. In the trial, the distribution of reasons for positivity on the screening test was 92\% (out of 1451 men) LED positive only, 4\% complaining of discharge or ulcerative symptoms or had signs on clinical examination but LED negative, and 4\% with symptomatic signs and LED positive. In the Misungwi study of 438 men, 96\% who tested positive on the screening algorithm had a positive LED test only, 2\% had signs or symptoms only, and 2\% had symptoms or signs and were LED positive. Furthermore, if the sensitivity of the screening algorithm differed between the two populations, our adjusted prevalence estimates for the trial population would be biased but this is probably not the case since the determinants of sensitivity, such as the prevalence of schistosomiasis, are similar in Misungwi and the Mwanza trial communities.

Finally, limitations in the performance of the diagnostic tests used influenced the measured prevalence in the two trials. Owing to the earlier date of the Mwanza trial, it was not feasible to use highly sensitive tests which were not available or affordable at that time. This explains why diagnostic biases were larger in Mwanza than in Masaka and Rakai. In this analysis, low sensitivity had a more critical role than low specificity and most adjustments of prevalences were upward (table 3) since the specificities were high (table 1). For NG and CT in men in Mwanza, the effect of low sensitivity of the diagnostic test was enhanced by the low sensitivity of the screening test. The true magnitude of these diagnostic biases are however not certain, since we used estimates of test sensitivity and specificity mostly from laboratory evaluations in Western settings (table 1), where sensitivity and/or specificity may be better than under conditions in the rural African sites. It is unclear how much diagnostic test performance may have declined in the trial settings. In addition, the majority of estimates for sensitivity and specificity of diagnostic tests came from symptomatic (STD clinic) populations. We might, however, expect the sensitivity of the tests to be worse for asymptomatic individuals compared to symptomatic individuals and this would lead to underestimation of STD prevalence in all sites. Finally, the gold standards used to measure sensitivity and specificity may be imperfect which would limit our ability to estimate true absolute prevalence. However, the same gold standards were used for the different tests so our site comparison of the relative prevalences in the three populations should be valid even if the absolute prevalences are different owing to an imperfect gold standard.

This illustration of the importance of sample selection and diagnostic techniques in biasing observed STD prevalences has implications for the conduct and interpretation of randomised trials and other surveys with STD prevalence outcomes. The complexity of the adjustments made for the screening algorithm in Mwanza indicates it is preferable wherever possible to use random subsamples of the general population to monitor STD prevalence.

With respect to diagnostic biases in intervention trials, not only their effects on baseline prevalence but also the observed impact of the intervention on STD prevalences must be considered. Limitations in accuracy of diagnostic tests will in general result in dilution of observed impact on prevalence (that is, differences between arms at follow up or reductions over time in one arm). Limited specificity is generally of more concern in this respect than limited sensitivity. As an example, assume the observed impact of an intervention on CT was to reduce prevalence from 4\% to 2\% (relative risk = 0.5, absolute difference = −2\%). With 100\% sensitivity and 99\% specificity, the true prevalence—after adjustment for imperfect specificity—would be 3\% in the comparison arm and 1\% in the intervention arm, consistent with a true relative risk of 0.33. If sensitivity is limited (90\%) but specificity is 100\%, the relative difference in the true prevalence between arms or time points is the same as the relative difference in observed prevalence (0.5) but the absolute difference is larger, −2.2\%. If both are limited by these assumed amounts, the true relative risk is 0.33 and the true absolute difference is −2.25\%.

In conclusion, the biases in STD prevalences in the general population cohorts of the three trials, and particularly in Mwanza, illustrate the critical attention which should be paid to selecting the population in which the STD is to be measured and the diagnostic technique to be used when conducting a research study with STD prevalence outcomes. Notably, besides the properties of diagnostic tests, it is preferable to screen whole populations or random sample, and to avoid screening algorithms based on symptomatology which omit asymptomatic infections. In intervention trials, high specificity is critical to avoid dilution of impact measures. Our
adjustment methods suggest that, after taking into account diagnostic error and selection bias, the prevalences of curable STD were higher in Mwanza than in Masaka and Rakai at the baseline of the trials. Based on this, we might expect STD treatment to have a larger impact on HIV incidence in Mwanza than in the Ugandan sites. This finding may, in part, explain why STD treatment was associated with lower HIV incidence in Mwanza but not in the Ugandan sites.
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APPENDIX 1

Derivation of adjustment for diagnostics and screening, equation 2

Let: $Se = \text{sensitivity of diagnostic test, } Sp = \text{specificity of diagnostic test, } Se' = \text{sensitivity of screening test, } Sp' = \text{specificity of screening test.}$

Then expected values of cell frequencies are as follows:

\[
\begin{align*}
\text{Positive} & : a = N_p (1 - p_{true}) (1 - Sp') \\
\text{Negative} & : e = N_p p_{true} Sp' \\
\text{Positive} & : b = N_{true} (1 - p_{true}) Sp' \\
\text{Negative} & : d = N_{true} p_{true} (1 - Sp') \\
\text{Positive} & : c = N_{true} p_{true} Se' + (1 - p_{true})(1 - Sp') \\
\text{Negative} & : f = N_{true} (1 - p_{true}) Se' \\
\end{align*}
\]

Hence $p_{true} = \frac{a + b}{N}$ and $p_{observed} = \frac{k + l}{N}$.

This yields equation 2 in Methods:

\[
\begin{align*}
\text{Hence } p_{true} &= \frac{a + b}{N} = \frac{p_{true} Se' + (1 - p_{true})(1 - Sp')}{N} \\
\text{Hence } p_{observed} &= \frac{k + l}{N} = \frac{p_{true} Se' (1 - Sp')}{N} \\
\text{This yields equation 2 in Methods:} \\
\frac{p_{true}}{p_{observed}} &= \frac{(k + l) - (a + b)}{Se' (Se + Sp - 1)} \\
\end{align*}
\]
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